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Introduction

● Zero-Shot Aspect-Based Scientific Document Summarization
○ Document Summarization

■ Input: News Articles, Conversations, Scientific Papers
■ Output: Summary
■ Datasets: XSum, CNN, … (400-800 words)
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XSum dataset: 
BBC News Articles



Introduction

● Zero-Shot Aspect-Based Scientific Document Summarization
○ Scientific Document Summarization

■ Papers: longer than news articles (3,000-7,000 words)
■ Datasets: PubMed, arXiv, Emerald
■ Input: Texts from all sections except abstract
■ Output: Abstract
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Introduction

● Zero-Shot Aspect-Based Scientific Document Summarization
○ Aspect-Based Scientific Document Summarization

■ To summarize with respect to a query (aspect)
● News → What’s the background?
● Conversation → Customer question
● Paper → Objectives, Contribution, …
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Summarization Model



Introduction

● Zero-Shot Aspect-Based Scientific Document Summarization
○ Aspect-Based Scientific Document Summarization

■ Application: Document Assistance Systems
● Covid-related papers
●       Bibliovid.org 
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Dataset Challenge!

● Zero-Shot Aspect-Based Scientific Document Summarization
○ Aspect-Based Scientific Document Summarization

■ Collecting a big dataset is a significant challenge!
■ Generic Summarization: Numerous sources! No annotation is needed!
■ Aspect-Based Summarization:

● Structured Abstracts (PubMed, Emerald)
○ Introduction, Objectives, Methods, Results, Conclusion
○ No annotation is needed!

● Not available in all domains! (e.g., computer science)
● Aspects are extremely limited! (e.g., strength of evidence)

● Zero-Shot Aspect-Based Scientific Document Summarization
○ Domain Shift
○ Unseen Aspects
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● BART (“BART: Denoising Sequence-to-Sequence Pre-training for Natural Language Generation, Translation, and Comprehension”)

○ BART is a pre-trained transformer-based model
○ BERT has only an encoder but BART has both encoder and decoder
○ Input format: X = <s> {A1, ..., AK} < /s> {W1, ..., WN }

Summarization Model

Encoder

Decoder

W1, W2, W3, … Wn

T1, T2, … TmSummary:

Document:

Encoder

Decoder

A, W1, W2, W3, … Wn

T1, T2, … TmSummary:

Aspect, Document:
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Dataset

● Pubmed 
○ Biomedical

● FacetSum (Emerald) 
○ Management, Business, Education
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Baselines

● Evaluation Metric: ROUGE score (calculating Ngram overlapping)
● Greedy Extractive is an oracle (top sentences: highest N-gram overlapping with reference sentences)
● BART-Independent: Trained on each aspect independently
● BART-Shuffle: Train on aspect A and evaluate on aspect B (same article)

○ Same input article but different aspect
○ To what extent aspects demand difference summaries
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Generic:

Generic:

Aspect-Based:

Aspect-Based:



How to evaluate Zero-Shot performance!

● Train on dataset A and Evaluate on dataset B
■ PubMed → FacetSum
■ Domain Shift (Biomedical → Business)
■ Unseen Aspects 

● Very Limited: Aspects are almost the same in PubMed and FacetSum.
● Models cannot learn the concept of Aspect with the limited aspects (4-5 aspects)
● It needs datasets with diverse aspects!

■ We propose an Self-Supervised Pre-training!
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Self-Supervised Pre-training!

● Use section and sub-section headings as Aspects and their following sentences as Summaries!
● Generate a Summary given a Paper and a Heading!
● Aspect-based text generation!

11



Self-Supervised Pre-training!

● Histogram of 50 most frequent aspects in PubMed 
samples

● We have much more diverse aspects!

● PubMed⋆ dataset (658K) 

● FacetSum⋆ dataset (279K)

● PubMed⋆ has [150069, 1452, 214, 33] unique aspects with 
frequency of higher than [1, 10, 100, 1000] 

● FacetSum⋆ → [96525, 841, 120, 21]
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Zero-Shot Performance
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- In-domain pre-training can improve the performance of models that have later an intermediate-training step.
- The best performance: Pre-trained on the same but unlabeled dataset and fine-tuned on the other dataset.
- PubMed⋆ results in more improvement because of its larger size.



Baselines
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Leave-One-Out Performance
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- Pre-training improves the leave-one-out performance!
- No Overlap pre-training is also promising
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Paraphrasing



Few-Shot Performance
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— BART
Pre-trained on PubMed⋆
Pre-trained on FacetSum⋆
- - Trained on all samples



Conclusion

- Self-supervised pre-training improves the zero-shot and few-shot performance.
- It works both for domain-shift and unseen aspects.
- Intermediate training (training on out of domain data) improves the performance.
- What about complex aspects? (introduction and contribution)
- Does the improvement occur only for ROUGE?

Thank You!
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